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The Training Game

The simple rules
1. There are two roles: trainer  and trainee
2. Trainee is motivated by a reward  (clicker or whistle)
3. Trainer wants to get trainee to do a predefined task 

Volunteers?





Walk close to trainer





Spin in circles





Jump up and down





Stand on table
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Should I care 
about 

training?
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Animal training developed 
from the Behavioral Science 
foundations of B.F. Skinner

His main idea: every living 
creature learns everything 

from rewards



The first dolphin trainer , Karen 
Pryor, brought the theory into a 
set of best practices for marine 

mammals



B¯® ~p *4 Nys||kªí« sik^« ^z«~ 
came Reinforcement Learning

Reinforcement learning is how 
we can get computers  to learn 

from rewards



Main Research Interest
Getting robots to develop 

broadly intelligent behavior 
through learning  and 

interaction.



Can robots use audio  and 
vision ?

Can robots learn from mixed -
quality  data?

Can robots try different 
strategies ?



Wr^zk ®ª^s|kª« i~|í® 
talk to robot 
researchers.

Can we fix this?



1. Context Shift
2. Superstition
3. Under-exploration

The Deadly Sins of Learning



The Malfunctioning Dolphin



Ch 1

Context Shift



1. Context Shift
2. Superstition
3. Under-exploration

The Deadly Sins of Learning



Much of machine 
learning is pushing an 

approximation  close to 
a target

ÁÒÇÍÉÎὈὪȟώ

Things you 
tune

Target 

Pushing things 
together



Case study: linear 
regression

Education

Income

The model is 

Ὢ ὼ —ὼ —



Case study: linear 
regression

Education

Income

We are given inputs ὼ 
(education) and want to predict 

outputs ώ (income)



Case study: linear 
regression

Education

Income

The Ὀ is squared distance
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Education

Income

There is a natural place of 
best fit
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Case study: linear 
regression

—

Ὀ



Education

Income
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Case study: linear 
regression

There is a natural place of 
best fit

—

Ὀ



There exists one solution 
where the Ὀ is as small as 

can be

Case study: linear 
regression

—

Ὀ

Education

Income



We can use — to represent 
some parameters of a 
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We can use — to represent 
some parameters of a 
ê|k¯ª^z |k®µ~ªyë

—
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This is hard to optimize!



More complicated Ὢ {k^|«Ò

+ More expressivity
- More difficulty in getting right 



Questions so far?



We can complicate 
the system further by 

changing ὼȟώ



Input ● Output ◐

Number Number

Education

Income



Input ● Output ◐

Images
Vector 

(prediction)



Input ● Output ◐

Observation 
(image)

Action 
(vector)



Behavior cloning is 
the mapping of 
observations to 

actions

ὼ Observation

ώ Action

ƧÃÌÏÓÅ ÄÏÏÒƨ[0.1, - 0.2, 1]



We can use similar 
techniques  to regression: 

calculus and a complicated 
model (neural network)
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Behavior cloning 
(imitation) is the 
easiest way of 

learning complicated 
behaviors



This robot learned through Behavior 
Cloning





Hmmmm



Hmmm



This problem 
can happen with 

the cleanest 
expert data and 

the best fit  
model

—

Ὀ



Pair up and discuss:
What could be wrong wih  

behavior cloning?

1. Collect expert data
2. Mimic expert data



Experts demonstrate 
what is good , but 

seldom how to 
recover  from what is 

bad



This is the 
problem of 

context shift in 
machine 
learning

Good states and 
how to keep them

Mistakes and how 
to correct them

Out of 
context



Expert 
Demonstration

Why your Bob Ross 
picture sucks

The sin of Context Shift

Outside  a learned 
context , there is 
no guarantees of 

meaningful 
function



Sin Resolution

We can expand 
the context 

(expert 
demonstrations)

Expert 
Demonstration



It may be hard to 
proactively  find 

mistakes.

Any ideas?
Good states and 

how to keep them

Mistakes and how 
to correct them



Let the trained agent 
make the mistakes, 
and then correct 

them! 

Hey, your trees are looking 

too green. Try adding some 

warmer tones



Robust Multi-Modal Policies for Industrial Assembly via Reinforcement Learning and Demonstrations: A Large-Scale Study, Jang et al



Good states and 
how to keep them

Mistakes and how 
to correct themAgent makes a 

mistake

Expert makes a 
correction



Good states and 
how to keep them

Mistakes and how 
to correct them

Seen states



Questions so far?



Sometimes the 
context shift happens 

with the hardware


